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Abstract When agents are acting together, they may need a simple mechanism to
decide on joint actions. One possibility is to have the agents express their preferences
in the form of a ballot and use a voting rule to decide the winning action(s).
Unfortunately, agents may try to manipulate such an election by mis-reporting their
preferences. Fortunately, it has been shown that it is NP-hard to compute how to
manipulate a number of different voting rules. However, NP-hardness only bounds
the worst-case complexity. In this survey article, we summarize the evidence for and
against computational complexity being a barrier to manipulation. We look both at
techniques identified to increase complexity (for example, hybridizing together two
or more voting rules), as well as other features that may change the computational
complexity of computing a manipulation (for example, if votes are restricted to be
single peaked then some of the complexity barriers fall away). We discuss recent
theoretical results that consider the average case, as well as simple greedy and ap-
proximate methods. We also describe how computational “phase transitions”, which
have been fruitful in identifying hard instances of propositional satisfiability and
other NP-hard problems, have provided insight into the hardness of manipulating
voting rules in practice. Finally, we consider manipulation of other related problems
like stable marriage and tournament problems.
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8 T. Walsh

1 Introduction

In multiagent systems, we often need to combine the preferences of several agents.
For instance, SCATS (the Sydney Coordinated Adaptive Traffic System) is a com-
plex distributed multiagent system used to control the traffic lights in Sydney and
over 140 other cities around the world [1]. Each intersection in a SCATS systems is
controlled by a separate kerbside computer. Based on the current traffic demands,
each intersection has a preferred plan for the cycle time for the traffic lights, as well as
the “split”, the ratio of this time given to the different approaches. To ensure traffic
flows smoothly, a coordination mechanism is used to coordinate the cycle times
and splits of neighbouring intersections. This can ensure “green waves” of traffic
long along key arterial roads. A simple, effective and well understood mechanism
for aggregating together preferences of multiple agents is to apply a voting rule
[2, 3]. Each agent expresses a preference ordering over the set of candidates, and
an election is held to compute the winner. Going back to the SCATS example, each
intersection casts a vote for its preferred plan. A new plan is then adopted when it
receives a sufficient threshold of votes.

Voting is therefore a topic of interest to researchers developing multi-agent
systems. Social choice studies the properties of different voting methods. However,
as we shall see, multiagent systems raise some fresh issues not previously considered
in social choice, mostly due to computational aspects of the problem. For example,
the number of candidates running in an election in a multiagent system can be much
larger than the number that typically run in human elections. In a web meta-search
engine, each candidate may be one of a large number of different webpages. In
addition, the agents may have significant computational resources at their disposal
which they could use to decide how to vote strategically. These features can give rise
to a number of interesting computational questions. For example, how does an agent
compute a strategic vote which improves the outcome compared to voting truthfully?
And what is the complexity of such a computation when the number of candidates
can be large?

2 Voting

For elections where we need to pick between just two candidates, one of the simplest
and most natural voting rules is majority voting. Each agent identifies whichever
of the two candidates they prefer most, and the candidate with the most votes
wins. There is little more to say about elections between two candidates. There are
strong practical, theoretical and idealogical reasons to choose majority voting when
there are just two candidates. It has, for instance, good axiomatic properties. Agents
cannot profit by misreporting their most preferred candidate, and participating in the
election can only help their most preferred candidate win. In addition, many other
voting rules degenerate to majority voting when we have just two candidates.
Unfortunately, when there are more than two candidates, voting is more problem-
atic. A number of paradoxes and impossibility results have been identified. Many
different voting rules have been proposed over the years to tackle such issues. We
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Is computational complexity a barrier to manipulation? 9

shall consider some of the most commonly used voting rules where n agents vote
over m different candidates:

Plurality: the candidate ranked in first place by the largest number of agents wins.
For example, plurality is used in many electoral systems including elections for
the British Parliament. When there are only two candidates, plurality is the same
as majority voting.

Scoring rules: suppose (wy, ..., wy,,) is a vector of weights, and the ith candidate in
a vote scores w;, then the winner is the candidate with highest total score over
all the votes. The plurality rule has the weight vector (1,0, ..., 0), the veto rule
has the vector (1,1, ..., 1,0), whilst the Borda rule has the vector (m — 1, m —
2,...,0). The Borda rule was used to elect members of the French Academy of
Sciences until this was over-turned by Napoleon. It is still used today to elect
minority members of the National Assembly of Slovenia, as well as in various
organizations including Robocup. Although Borda proposed the method in 1770,
Llull may have invented it as early as the 13th century.

Cup: The winner is the result of a series of pairwise majority elections (or matches)
between candidates. The rule requires the sequence of matches to be given.
This is called the agenda or voting tree. It is an interesting open question which
voting rules can be implemented by means of a voting tree. For instance, whilst
any voting rule over three candidates can be implemented by a voting tree, the
Copeland rule over 8 or more candidates is not implementable by any voting
tree. A special case is simple voting trees when each candidate occurs exactly
once in the leaves of the tree. We will limit ourselves to simple voting trees.

Plurality with runoff: If one candidate has a majority, they win. Otherwise everyone
but the two candidates with the most votes are eliminated and the winner is
chosen using the majority rule. A variation of this rule (used in the French
National Assembly) is to eliminate all candidates with less than a given threshold
and then run a plurality election.

Single Transferable Vote (STV): This rule requires up to m — 1 rounds. In each
round, the candidate with the least number of agents ranking them first is
eliminated until one of the remaining candidates has a majority. STV is used in
a number of parliamentary elections, as well as by many organizations including
the General Synod of the Church of England and the Academy Awards. STV
is also known as the Hare or the Hare-Clark rule. Hare is generally credited
with proposing STV voting in 1857, although the idea of transferable votes can
be traced further back to Hill in 1821. In 1896, Clark was responsible for the
introduction of STV into parliamentary elections in Tasmania where it remains
in use today.

Approval: Each agent labels candidates as approved or not. The candidate with the
most number of approvals wins. Approval voting is used by many professional
organizations including the Mathematical Association of America, the Institute
of Management Sciences and the American Statistical Association. It is often
favored when multiple candidates need to be elected.

Copeland: The candidate with the highest Copeland score wins. The Copeland score
of candidate i is Zj#i(N(i, ) >35) — (NG j) < 35) where N(i, j) is the number of
agents preferring i to j. The Copeland winner is the candidate that wins the most
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10 T. Walsh

pairwise elections. In the second order Copeland rule, if there is a tie, the winner
is the candidate whose defeated competitors have the largest sum of Copeland
scores. The Copeland rule is used, for example, by the World Chess Federation
to decide the winner of a round robin tournament. A variant of the Copeland
rule is also credited to Llull [4].

Nanson’s and Baldwin’s rules: These are iterated versions of the Borda rule. In
Nanson’s rule, we compute the Borda scores and eliminate any candidate with
less than half the mean score. We repeat until there is an unique winner. In
Baldwin’s rule, we compute the Borda scores and eliminate the candidate with
the lowest score. We again repeat until there is an unique winner. Just as STV
can be seen as an iterated version of plurality voting, these two rules can be seen
as iterated versions of the Borda rule. Both rules have been used in real world
elections. Nanson’s rule, for example, is in use in elections in the University
of Adelaide, whilst Baldwin’s rule was used by the Dialectic Society of Trinity
College, the oldest collegiate society in Australia.

All these voting rules can also be easily modified to work with weighted votes. A vote
of integer weight k can be viewed as k agents who vote identically.

3 Properties of voting rules

One way to study different voting rules like these is to consider the (desirable)
properties that they possess or might possess. This is often referred to as an axiomatic
approach. A large number of simple properties have been put forwards:

Anonymity: Each agent is treated the same. In particular, if we change the order of
the agents then the result is unchanged.

Neutrality: Each candidate is treated the same. More precisely, if we swap around
the names of the candidates then the winner is just the swap of the previous
winner.

Surjectivity: Every possible result is possible. In particular, for every possible result,
there exists a set of votes which gives this result.

Unanimity: The unanimous candidate wins. More precisely, if one candidate is most
preferred by every agent then this candidate wins.

All the voting rules defined so far possess these properties of anonymity, neutrality,
surjectivity and unanimity. However, there are other more complex properties which
might be considered desirable that are not possessed by all voting rules.

Monotonicity: Increasing preferences for a candidate does not hurt the candidate.
In particular, if we move a candidate up an agent’s preference order then the
candidate does not go from winning to losing. For example, the plurality voting
rule is monotonic. By comparison, plurality with runoff is not monotonic.

Condorcet consistency: If there is a candidate who beats all others in pairwise
elections then this candidate is elected [5]. The Copeland rule is Condorcet
consistent. By comparison, many of the other voting rules including plurality and
Borda are not Condorcet consistent.

Strategy proof: It is in the best interests of each agent to order outcomes as they
actually prefer. More precisely, an agent cannot make their preferred candidate
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Is computational complexity a barrier to manipulation? 11

win by mis-reporting their preferences. A voting rule that is strategy proof is also
called non-manipulable.

Non-dictatorial: More than one agent decides the outcome. More precisely, the final
result is not the same as the preferences of one particular agent.

Unfortunately, whilst each of these properties might sound reasonable on its own,
it is impossible for any voting rule to have certain combinations of these properties.
For example, the Gibbard-Satterthwaite theorem [6, 7] states:

Theorem 1 (Gibbard-Sattertwhaite theorem) If there are three or more candidates,
and the voting rule is strategy proof and surjective then it is dictatorial.

Since most voting rules are surjective and non-dictatorial, it follows that they
are manipulable. That is, agents can profit by voting strategically. This could be
especially problematic in multiagent systems as agents may have significant compu-
tational resources at their disposal to invest in manipulating the outcome.

4 Escaping manipulation

An appealing escape from results like the Gibbard-Satterthwaite theorem was
proposed by Bartholdi, Tovey and Trick in an influential paper two decades ago
[8]. Perhaps it is computationally so difficult to find a successful manipulation that
agents have little option but to report their true preferences? To illustrate this idea,
they demonstrated that it is NP-hard to compute a manipulation of the second
order Copeland rule. Shortly after, Bartholdi and Orlin proved that it is NP-hard to
compute a manipulation of the more well known Single Transferable Voting (STV)
rule [9]. A whole subfield of social choice has since grown from this proposal, proving
that it is NP-hard to compute manipulations of various voting rules under different
assumptions (e.g. [10]). Computational complexity results of this kind typically vary
along several dimensions.

Weighted or unweighted votes: Are the votes weighted or unweighted? A number
of real-world settings like elected assemblies and shareholder meetings use
weighted votes. Weights are of interest from a computational perspective for
a number of reasons. First, weights can increase the computational complexity
of computing a manipulation. For example, computing how a single agent
manipulates the Borda rule is polynomial with unweighted votes but NP-hard
with weighted votes [10]. Second, the weighted case provides insight into the
unweighted case when we have probabilistic information about how agents will
vote. For instance, if it is NP-hard to compute how to manipulate an election
with weighted votes, then it is NP-hard to compute the probability of a candidate
winning when we have a probability distribution about how the agents will cast
their unweighted votes [11].

Bounded or unbounded number of candidates: Are there a small number of candi-
dates? Is this number fixed? Or is it allowed to grow as we increase the size of
problems? For example, with unweighted votes, computing a manipulation of the
STV rule is polynomial if we bound the number of candidates and only NP-hard
when the number of candidates is allowed to grow with problem size [9]. Indeed,

@ Springer



12 T. Walsh

with a bounded number of candidates and unweighted votes, it is polynomial
to compute how to manipulate most voting rules [10]. With weighted votes, on
the other hand, it is NP-hard to compute how to manipulate many voting rules
even if we have only a small number of candidates (e.g. with Borda and weighted
votes, it is NP-hard to compute how to manipulate an election with just three
candidates [10]).

One manipulator or a coalition of manipulators: Is a single agent trying to manipulate
the results or is there a coalition of agents acting together to manipulate the
result? A single agent may be unlikely to have enough influence to be able to
change the outcome of the election. A coalition, on the other hand, is more
likely to be able to manipulate the result. With voting rules like STV, it is NP-
hard to compute how a single agent needs to vote strategically to manipulate
the result [9]. With some other voting rules, however, we need a coalition of
agents of some fixed size or larger before manipulation becomes NP-hard to
compute (e.g. depending on how ties are handled, it is polynomial to compute
how a single agent can manipulate the result of the Copeland rule but NP-
hard to compute how two agents can together manipulate the result [12]).
Finally, there are many voting rules where it is only NP-hard to compute a
manipulation when the number of manipulators is unbounded (e.g. it is NP-hard
to compute a manipulation of the veto rule with weighted votes but polynomial
with unweighted votes [10]).

Complete or incomplete information: Many NP-hardness results assume that the
manipulating agents have complete information about the other votes. Of course,
we may not know precisely how other agents will vote. However, there are
several reasons why results that assume complete knowledge about the votes
are interesting. First, if it is NP-hard to compute how to manipulate the election
with complete information then it is also NP-complete when we have incomplete
information. Second, the complete knowledge case informs us about the case
when there is uncertainty about how agents will vote. For instance, if it is NP-
hard to compute how a coalition can manipulate an election based on complete
knowledge about the votes of the other agents then it is also NP-hard to
compute how to manipulate an election when the coalition only has probabilistic
information about the other votes [10].

Constructive or destructive manipulation: Are the manipulators trying to make a
given candidate win (constructive manipulation) or prevent a given candidate
from winning (destructive manipulation)? Constructive manipulations can be
computationally harder to compute than destructive manipulations. For instance,
computing destructive manipulation of the Copeland or veto rules by a coal-
tion of agents with weighted votes is polynomial but computing constructive
manipulation is NP-hard [10]. On the other hand, there are also voting rules
where both types of manipulation have the same computational complexity
(e.g. both constructive and destructive manipulation of plurality are polynomial
to compute, whilst constructive and destructive manipulation of plurality with
runoff for weighted votes are both NP-hard to compute [10]).

In Table 1, we give a representative selection of results about the computationally
complexity of manipulating different voting rules. See [10] for references to many
of these results, and [13-15] for some of the more recent. One of the last open
problems in this area, the worst-case complexity of computing a manipulation of
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Table 1 Computational complexity of deciding if various voting rules can be manipulated by a single
agent (unweighted votes) or by a coalition of agents (weighted votes)

Unweighted votes Weighted votes

Constructive Constructive Destructive

manipulation
# candidates 2 3 >4 2 3 >4
# manipulators 1 >2
plurality P P P P P P P P
cup P P P P P P P P
Borda P NP-c P NP-c NP-c P P P
veto P P P NP-c NP-c P P P
STV NP-c NP-c P NP-c NP-c P NP-c NP-c
plurality P P P NP-c NPc P NP-c NP-c

with runoff

Copeland P P P P NPc P P P
Nanson NP-c NP-c P P NP-c P P NP-c
Baldwin NP-c NP-c P NP-c NP-c P NP-c NP-c

P means that the problem is polynomial, NP-c that the problem is NP-complete. For example,
constructive manipulation of the veto rule is polynomial for unweighted votes or for weighted votes
with 2 candidates, and NP-hard for three or more. On the other hand, destructive manipulation of
the veto rule is polynomial for weighted votes with 2 or more candidates

the Borda rule when votes are unweighted, was only recently settled [13, 14]. This
problem is polynomial for a single manipulation but NP-hard for two manipulators.
There is, however, considerable evidence that it is not hard to compute manipulations
for the Borda rule in practice. Brelsford et al. have proved that weighted (and thus
unweighted) Borda manipulation has a fully polynomial time approximation scheme
(FPTAS) [16]. This means that a close to optimal manipulation can be found in
polynomial time. Similarly Zuckerman et al. have given a simple greedy algorithm
to calculate a manipulation that, in the unweighted case, uses only one more ma-
nipulator than is optimal [17]. Finally, we have proposed two greedy algorithms for
computing manipulations of the Borda rue based on intuitions from the bin-packing
and multiprocessor scheduling domains [18]. Although we have not been able to
provide worst-case performance guarantees for these two algorithms, our empirical
evaluation shows that they outperform the greedy algorithm of Zuckerman et al.
and can find optimal manipulations in the vast majority of the randomly generated
elections that we tested. All these results suggest that Borda voting can usually be
manipulated with relative ease. They demonstrate that simple greedy methods have
good characteristics and that computational complexity is limited to potentially rare
Worst case scenarios.

5 Other types of manipulation
Strategic voting is just one of several ways that the result of an election can be

manipulated. For example, the chair person running the election may be able to
manipulate the result by controlling how the election is run [19]. A number of
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14 T. Walsh

different types of control have been studied that might be thought of as forms of
manipulation:

Candidate addition/deletion: Can the chair add (some given number of) spoiler
candidates to make a particular candidate win (or lose)? By deleting (some given
number of other) candidates, can the chair make a particular candidate win (or
lose)?

Agent addition/deletion: Can the chair add (some given number of) new agents with
given preferences in order to make a particular candidate win (or lose)? By
deleting (some given number of other) agents, can the chair make a particular
candidate win (or lose)?

Candidate partitioning: Can the chair partition the candidates into two sets so that a
particular candidate wins (or loses) when all the candidates in the first set go into
an election, and the survivors go into an election against the second set?

Run off partitioning: Can the chair partition the candidates into two sets so that a
particular candidate wins (or loses) when all the candidates in each set go into an
election against each other, and the survivors of both elections go forwards into
a final election?

Agent partitioning: Can the chair partition the agents into two sets so that a particular
candidate wins (or loses) when we run an election with each set of agents, and
the survivors of these two elections go forwards into a final election in which all
agents vote?

The chair can even try to manipulate the result by trying multiple methods of attack
[20]. For example, the chair might simultaneously remove some agents, add other
new agents, and introduce a spoiler candidate. Loosely speaking, we say that a voting
rule is immune to a particular type of control if the chair cannot change the result.
For example, with approval voting, adding spoiler candidates cannot stop a candidate
being approved. On the other hand, a voting system is said to be (computationally)
vulnerable to control if it is not immune to control and computing how the chair
can control the election takes polynomial time. For instance, with plurality voting,
the chair can easily calculate how many agents need to be deleted to ensure the
current winner loses. The chair only needs to delete those agents who put the current
winner in first place. Finally, a voting system is said to be resistant to control if it is
not immune to control but computing what the chair needs to do is computationally
intractable (i.e., NP-hard). For example, with plurality voting, it is NP-hard for the
chair to compute which spoiler candidates to add to ensure a particular candidate
wins. Not surprisingly, some of these types of control are related. For instance, a
voting system is immune to constructive control by deleting candidates if and only if
it is immune to destructive control by adding candidates.

The list we gave of different types of control is not exhaustive. There are several
other important types of control that have received attention in the literature. For
example, an agent may try to change the result by means of bribery [21]. In the
simplest setting, we can consider the least number of agents we need to bribe to
make a given candidate win. However, other more complex settings have been
considered. Each agent may be willing to change their vote to whatever we choose,
but only if we can meet a given price. An even more complex case is when agents
have prices that differ depending on how we change their vote. For example, with
unweighted votes, all three forms of bribery are polynomial to compute for plurality
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but NP-hard for approval voting [21]. Besides bribery, other types of control have
been studied. For instance, in a cup election, the chair may be able to manipulate
the result by re-ordering the agenda [22-24]. This is closely related to the problem
of finding a good (or in some sense optimal) ranking of players in a knock out
tournament.

6 Tie-breaking

The manipulability of an election can depend on how ties are broken. A typical
assumption made in the literature is that we have an odd number of agents as this
may make ties impossible. However, other assumptions are also made. For example,
we might assume that ties are broken in favour of the manipulator. Suppose the
manipulator can make their preferred candidate win assuming ties are broken in
their favour but ties are in fact broken at random. Then we can conclude that the
manipulator can increase the chance of getting their preferred result. Tie-breaking
can even introduce computational complexity into manipulation. For example, com-
puting how to manipulate the Copeland rule with weighted votes is polynomial if
ties are scored with 1 but NP-hard if they are scored with 0 [12]. Results where the
computational complexity depends precisely on how ties are broken raise concerns
that computational complexity will be a significant barrier to manipulation in these
cases. It is likely that computationally difficult manipulation problems will be limited
to the (potentially rare) cases where the election is critically hung between two
outcomes. Our recent empirical results add weight to these concerns. We discuss
these results in Section 10.

7 Hybrid rules

New voting rules have been proposed that are designed specifically to be difficult
to manipulate. One general construction that tends to make manipulation difficult
is to “hybridize” together two or more existing voting rules. For example, we might
add one elimination pre-round to the election in which candidates are paired off and
only the most preferred goes through [25]. This generates a new voting rule that
is often computationally hard to manipulate. In fact, voting rules can now become
even PSPACE-hard to manipulate. For instance, adding such a pre-round to plurality
makes computing a manipulation NP-hard, #P-hard, or PSPACE-hard depending on
whether the schedule of the pre-round is determined before the votes are collected,
after the votes are collected, or the scheduling and the vote collecting are interleaved,
respectively [25]. Manipulation can thus be in an even higher complexity class than
NP (assuming PSPACE # NP). Such hybrid voting rules also inherit some (but
not all) of the properties of the voting rule from which they are constructed. For
example, if the initial rule is Condorcet consistent, then adding a pre-round preserves
Condorcet consistency.

Other types of voting rules can be hybridized together. For example, we can
construct a hybrid of the Borda and STV rules in which we run two rounds of
Borda, eliminating the lowest scoring candidate each time, and then apply the STV
rule to the remaining candidates. Such hybrids are often resistant to manipulation.
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For example, many hybrids of STV and of Borda are NP-hard to manipulate [26].
Another way to hybridize together two or more voting rules is to use some aspect of
the particular election (the preferences of the agents, or the names of the candidates)
to pick which voting rule is used to compute the winner. For example, suppose we
have a list of k different voting rules. If the candidate names (viewed as natural
numbers) are congruent, modulo k, to i then we use the ith voting rule. Such a form of
hybridization gives elections which are often computationally difficult to control [27].

8 Manipulation on average

The fact that a particular voting rule is NP-hard to manipulate or to control only
indicates that the problem is computationally intractable in the worst case. Assuming
P#NP, this means that there are pathological instances of the problem which will
take exponential time to solve. It does not tell us whether the computational problem
is hard on average or in practice. Unfortunately, several recent theoretical results
suggest that elections are often easy to manipulate on average.

For example, Procaccia and Rosenschein proved that for most scoring rules and
a wide variety of distributions over votes, when the size of the coalition is o(y/n),
the probability that they can change the result tends to 0, and when it is w(y/n),
the probability that they can manipulate the result tends to 1 [28]. They offer
two interpretations of this result. On the positive side, they suggest it may focus
attention on other distributions which are computationally hard to manipulate. On
the negative side, they suggest that it may strengthen the argument that manipulation
problems are easy on average.

As a second example, Xia and Conitzer have shown that for a large class of voting
rules including STV, as the number of agents grows, either the probability that a
coalition can manipulate the result is very small (as the coalition is too small), or
the probability that they can easily manipulate the result to make any alternative
win is very large [29]. They left open only a small interval in the size for the
coalition for which the coalition is large enough to manipulate but not obviously large
enough to manipulate the result easily. Such results raise concerns about whether
computational complexity is really a barrier to manipulation in practice.

These concerns are strengthened by results about the probability of success
of approximate or heuristic methods. Such methods construct simple greedy or
random manipulations that can be shown to succeed with high probability in many
circumstances. For example, Procaccia and Rosenschein give a simple greedy pro-
cedure that will in polynomial time find a manipulation of a scoring rule for any
“junta” distribution of weighted votes with a probability of failure that is an inverse
polynomial in n [30]. A “junta” distribution is concentrated on the hard instances.

As a second example, Friedgut et al. prove that if the voting rule is neutral and
far from any dictatorship and there are three candidates then there exists an agent
for whom a random manipulation succeeds with probability Q(}l) where n is the
number of agents [31]. They were unable to extend their proof to four (or more)
candidates. On the other hand, Xia and Conitzer showed that, starting from different
assumptions, a random manipulation would succeed with probability €2 (%) for three
or more candidates for STV, for four or more candidates for a scoring rule and for
five or more candidates for Copeland [32].
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9 Parameterized complexity

Another approach to gain insight into the computational complexity of manipulation
comes from parameterized complexity. Such results can show that computational
intractability depends on a particular parameter, like the number of candidates,
being allowed to grow. Traditional worst case analysis focuses on those polynomial
problems (for which the running time of the best algorithm is of the form O(n°)
where 7 is the size of the input and c is some constant) and those problems which are
NP-hard (for which the running time of the best known algorithms is not polynomial).
This is essentially an one-dimensional view of complexity in terms of the single
parameter, the problem size n. Parameterized complexity takes a more refined two-
dimensional view of complexity. We try to identify another parameter of the problem
such that the computational complexity is restricted to the size of this parameter.
More precisely, we say that a problem is fixed-parameter tractable (FPT) if it can
be solved in O(f(k)n°) time where f is any computable function, k is this new
parameter, c is again a constant, and n remains the size of the input. If k is small and
bounded in size, then the time to solve the problem remains essentially polynomial.

Not all problems are known to be fixed-parameter tractable. Downey and Fel-
lows have proposed therefore a hierarchy of fixed-parameter intractable problem
classes [33]:

FPT CW[]C W[2]C...C XP

For instance, the clique problem is W[1]-complete with respect to the size of the
clique, whilst the dominating set problem is W[2]-complete with respect to the size
of the dominating set. The class W[¢] is characterized by the depth ¢ of unbounded
fan-in gates in a Boolean circuit specifying the problem. There is considerable evi-
dence to suggest that W[1]-hardness implies parametric intractability. In particular,
the halting problem for non-deterministic Turing machines is W[1l]-complete with
respect to the length of the accepting computation.

Returning to the computational complexity of manipulation and control, both
fixed-parameter tractability and intractability results are known. For instance, the
control of Copeland elections by the addition or deletion of agents is fixed-parameter
tractable when we bound either the number of candidates or the number of agents
[34]. On the other hand, both destructive and constructive control of plurality voting
by adding candidates are fixed-parameter intractable (specifically W[2]-hard) with
respect to the number of added candidates [35]. Such results give additional insight
into the source of computational complexity, and may help understand whether
complexity is an issue in a particular case or not.

10 Manipulation in practice
Empirical studies have also considered the computational difficult of computing

manipulations in practice. These studies reinforce the concerns raised by theoretical
results. For example, Coleman and Teague experimentally demonstrated that only
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relatively small coalitions are needed to change the elimination order of the STV rule
in most cases [36]. On the other hand, they observed that most random elections are
not trivially manipulable using a simple greedy heuristic. However, more complex
methods appear able to compute manipulations in many cases relatively quickly.
For instance, we showed that we compute manipulations of the STV rule for a
wide range of random and non-random voting distributions in a reasonable amount
of computation time even with hundreds of candidates using a simple recursive
algorithm [37].

Most recently, we have conducted an extensive empirical investigation into the
computational difficulty of manipulation [37-39]. Our experiments have covered two
settings which represent the two types of complexity results that have been identified
in this area: manipulation with unweighted votes by a single agent, and manipulation
with weighted votes by a coalition of agents. In the first case, we considered the
STV rule, and in the second case, the veto rule. STV is one of the few voting rules
used in practice where it is NP-hard to compute how a single agent manipulates the
result when votes are unweighted. It also appears one of the harder voting rules to
manipulate since it involves multiple rounds and complex manipulating votes [40].
On the other hand, the veto rule is one of the simplest representatives of voting
rules where it is NP-hard to compute how a coalition of weighted agents manipulates
the result. The veto rule is also interesting from a complexity perspective as it is on
the borderline of (in)tractability. Constructive manipulation of the veto rule by a
coalition of weighted agents is NP-hard but destructive manipulation is polynomial
[10].

Our experiments sampled a number of different distributions of votes including
uniform, correlated and real world elections using the sampling techniques advocated
in [41, 42]. The experiments look for so called “phase transition” behaviour. This has
proven very successful for identifying hard instances of many other NP-complete
problems including propositional satisfiability [43-46], constraint satisfaction [47-
50], graph coloring [51-53], number partitioning [54-56] and the traveling salesper-
son problem [57, 58]. It has even proved useful in other complexity classes [59-61]
as well as in optimisation and approximation problems [62-65]. On the other hand,
care has to be taken not to generate “phase transition” instances that are flawed and
thereby easy to solve [66-69].

In many of the elections in our experiments, it was easy to compute how to
manipulate the result or to prove that manipulation was impossible. Whilst manip-
ulations were often easy to compute, we did identify particular situations where it
was computationally more difficult. For example, we observed difficult manipulation
problems with veto voting when votes are highly correlated and the election was
“hung”. However, the addition of even a single uncorrelated agent was enough to
make manipulation computationally easy again. Interestingly many of the probability
curve we observed did not appear to sharpen to a step function around a fixed
point. The probability curves often resembled the smooth phase transitions seen in
polynomial problems like 2-coloring [70] and 1-in-2 satisfiability [61]. Our empirical
results suggest that we need to treat computational complexity results about the
NP-hardness of manipulation with some care. We were often able to compute a
manipulation successfully using rather simple and direct methods without significant
computational difficulty.
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11 Single peaked preferences

Another escape from the Gibbard-Sattertwhaite theorem is to give up the notion of
an universal domain and to limit the form of preferences that can be expressed by
agents. For example, one such restriction is to single peaked preferences. Preferences
are single peaked if we can put an order on the candidates, every agent has a
preferred candidate and likes a candidate less as we move away from their preferred
candidate. Single peaked preferences are natural when we are considering features
like price (e.g. “I have a preferred budget to spend on an apartment, and the more 1
have to under-spend or over-spend, the more I will dislike the choice”).

With single peaked preferences, the median voting rule (which elects the candi-
date for whom 50% of agents most prefer this candidate or a candidate to the left
of this candidate) is strategy proof, surjective and not dictatorial. It is in the best
interests of every agent to announce their most preferred candidate. If they vote
for any other candidate, they either do not change the result or make it worse for
themselves. Unfortunately, the voting rule may be fixed in advance and we may not
be able to change it to the median rule when it becomes known that preferences
are single peaked. In addition, the median voting rule is vulnerable to many other
types of manipulation, and remains so when votes are single peaked. For example,
it is computationally vulnerable to the addition of new agents. It may not therefore
be appropriate or desirable to move to median voting. Hence, even when votes are
single peaked, we may still have to worry about strategic voting.

Suppose that we have a voting rule like STV but preferences are single peaked.
Does computational complexity remain a barrier to manipulation in this restricted
setting? In [71], we proved that STV remains NP-hard to manipulate constructively
or destructively with weighted votes and three or more candidates when votes
are single peaked. Subsequently, Faliszewski et al. have studied the computational
complexity of manipulating many other voting rules when preferences are single
peaked [72]. They prove that many resistances to manipulation and control disappear
when preferences are single peaked. For instance, it is NP-hard to compute a
constructive manipulation of the veto rule when votes are weighted and there are
three or more candidates. However, when preferences are single peaked, computing
a manipulation is polynomial. They also show a surprising result where increasing
the number of candidates decreases the computational complexity of computing
a manipulation. More precisely, with single-peaked preferences, weighted votes
and the 3-veto voting rule (i.e., each agent vetoes three candidates), computing a
manipulation is polynomial for up to four candidates, NP-hard for five candidates,
and polynomial again for six or more candidates. In general we conclude that
structure in the preferences of agents can make manipulation easier to compute.

12 Mechanism design
Another direction in which to study manipulation comes from game theory. For
example, mechanism design considers the design of systems in which agents are

motivated to reveal private information like their preferences. A game is incentive
compatible if all of the participants do best when they truthfully reveal any private
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information asked for by the mechanism. Any manipulable voting system is not
incentive compatible. On the other hand, if votes are single-peaked, then the median
voting rule is incentive compatible. This suggests another escape from manipulation.
The Gibbard-Sattertwhaite theorem tells us that truth-telling is not a dominant
strategy. That is, it may not be the best strategy for one agent to reveal their true
preferences irrespective of how the other agents play. We might instead look for a
weaker condition. For example, are there situations where truth-telling is merely a
Nash equilibrium? That is, are there situations where there is no incentive for an
agent not to tell the truth about their preferences assuming the other agents also tell
the truth?

13 Stable marriage problems

Another multi-agent problem in which manipulation may be an issue is the stable
marriage problem. This is the well-known problem of matching men to women
so that no man and woman who are not married to each other both prefer each
other. It has a wide variety of practical applications such as a matching doctors to
hospitals. As a practical example, the US Navy has a web-based multi-agent system
for assigning sailors to ships [73]. As with voting, an important issue is whether agents
can manipulate the result by mis-reporting their preferences. Unfortunately, Roth
has proved that all stable marriage procedures can be manipulated [74].

We might hope that computational complexity might also be a barrier to ma-
nipulate stable marriage procedures. For example, we have proposed a new stable
marriage procedures that is NP-hard to manipulate [75]. An advantage of our new
procedure is that, unlike the Gale—Shapley algorithm, it is gender neutral since it does
not favour one sex over the other. Our new procedure picks the stable matching that
is most preferred by the most popular men and women. The most preferred men
and women are chosen using a voting rule. We proved that, if the voting rule used
is STV then the resulting stable matching procedure is also NP-hard to manipulate.
We conjecture that other voting rules which are NP-hard to manipulate will give
rise to stable matching procedures which are also NP-hard to manipulate. Of course,
these are again only worst case results. It remains to be seen if such stable marriage
problems are computationally difficult to manipulate on average or in practice.

14 Tournament manipulation

Another domain in which computational issues surrounding manipulation can be
important is the domain of (sporting) tournaments. Manipulating a tournament is
slightly different to manipulating an election. In a sporting tournament, the agents
are also the candidates. Since it is hard (without bribery or similar mechanisms) for a
team to play better than it can, one restriction is to consider just those manipulations
where the manipulators can throw games. By comparison, in an election, agents in
the manipulating coalition can mis-report their preferences in any way they choose.
Unfortunately, we have shown that we can decide how to manipulate the two
most popular types of sporting competitions (round robin and cup competitions)
by throwing games in polynomial time [23]. In addition, we show that finding the
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minimal number of games that need to be thrown to manipulate the result can also be
determined in polynomial time. We also give a polynomial time proceure to calculate
the probability that a team wins a cup competition under manipulation.

Another way in which a sporting tournament like a cup can be manipulated is by
changing the agenda, the schedule of matches that are to be played. For example, Vu
et al. prove that, given probabilities for the result of all the possible matches, it is NP-
hard to compute an agenda for a balanced tournament so that a given agent wins with
some probability [76]. A balanced tournament is one in which no agent plays more
than one more match than any other agent. As a second example, Willians proves
that, if only certain matches are allowed, then computing an agenda for a balanced
tournament so that a particular agent wins is NP-hard [24]. Note that when the match
results are deterministic and all matches are allowed, the computational complexity
of the manipulation problem is an open problem.

15 Preference elicitation

A final domain that is closely connected to manipulation is preference elicitation.
When we do not need to elicit any more preferences (because the winner cannot
change), the remaining voters cannot manipulate the result. Eliciting preferences
takes time and effort. In addition, voters may be reluctant to reveal all their
preferences due to privacy and other concerns. We therefore may want to stop
elicitation as soon as one candidate has enough support that they must win regardless
of any missing preferences. We can consider the computational problem of deciding
when we can stop eliciting preferences [71, 77, 78]. Like manipulation, this problem
has been considered along a number of dimensions: weighted or unweighted votes,
bounded or unbounded number of candidates, and coarse or fine elicitation (i.e., do
we elicit a total ordering over the candidates from each voter, or a voter’s preferences
between two candidates?). For example, deciding if coarse elicitation is over is coNP-
complete for STV with unweighted votes and an unbounded number of candidates
but polynomial for plurality and Borda [77]. As a second example, for the cup rule
on weighted votes, deciding if fine elicitation is over is coNP-complete when there
are four or more candidates, whilst deciding if coarse elicitation is over is polynomial
irrespective of the number of candidates [78]. This demonstrates that what we ask
voters can be critical.

With partially elicited preferences, we can define the possible winners (those
candidates who could still possibly win) as well as the necessary winner (the candidate
who must now necessarily win) [79]. The necessary winner is always a member of the
set of possible winners. When the possible winners equals the unit set containing
the necessary winner, we can stop eliciting preferences. We can consider the com-
putational problem of computing these sets [71]. Again, this has been considered
along a number of dimensions like weighted or unweighted votes and a bounded or
unbounded number of candidates. For example, with weighted votes, computing the
set of possible winners for the Borda, Copeland or STV rules is NP-hard [3].

The problems of computing necessary and possible winners can be in different
complexity classes. For instance, computing the set of possible winners for the
second-order Copeland rule with unweighted votes and an unbounded number of
candidates is NP-hard, whilst computing the necessary winner is polynomial. In
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addition, even computing good approximations to the set of possible or necessary
winners can be shown to be NP-hard [3]. However, in those cases like the Borda rule
where computing the set of possible winners is polynomial, we can focus preference
elicitation on those candidates that can still win [3]. This can potentially reduce the
questions that we must ask of the voters.

Preference elicitation is one example of where we have uncertainty. In this case,
the uncertainty is in the votes. There are, however, other types of uncertainty. The
notions of possible and necessary winner are useful in other situations involving
uncertainty. For example, when using the cup rule, there might be uncertainty about
the agenda to be used [22]. Indeed, the chair might be keeping the agenda secret
to make manipulation more difficult. Most recently, we have started to consider the
complexity of computing manipulations when agents have partial information of a
particular form about the votes [80].

16 Conclusions

We have surveyed recent results in the literature about whether computational com-
plexity is a barrier to the manipulation of voting rules. NP-hardness results have been
identified in two different settings: manipulation with unweighted votes by a single
agent, and manipulation with weighted votes by a coalition of agents. In addition,
tie-breaking and techniques like hybridizing together two or more voting rules have
been shown to add to the computational difficulty of computing a manipulation.
Unfortunately, NP-hardness results only bound the worst case. We have argued
that a number of average case and empirical results suggest that manipulations
may be easy to compute in practice. Simple greedy and random procedures are
often able to compute manipulations with a high probability of success. In addition,
structure in the preferences of agents like single peakedness also often reduces the
computational complexity of computing manipulations. Our overall conclusion is
that computational complexity appears to be a rather weak and limited barrier to
manipulation.

Are there any places that computational complexity might still lie waiting to
make manipulation difficult to compute? One area that has received only a limited
amount of attention is when we have uncertainty in the votes. Many of our results
have assumed complete knowledge of how the non-manipulating agents will vote.
If we have only probabilistic information, it may be difficult to compute how to
manipulate the result as we need essentially to consider many different scenarios.
Whilst there are some theoretical worst-case results about computing manipulations
in the presence of uncertainty, there is limited evidence yet about the computational
difficulty in practice. Finally, it would be interesting to consider related problems like
preference elicitation where computational complexity has also been identified but
where, unlike manipulation, computational complexity is typically more unwelcome
[71, 78].
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