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Symmetry occurs in many problems in aritifical intelligence. For example, in
the n-queens problem, the chessboard can be rotated 90°. As a second example,
several machines in a factory might have the same capacity. In a production
schedule, we might therefore be able to swap the jobs on machines with the
same capacity. As a third example, two people within a company might have
the same skills. Given a staff roster, we might therefore be able to interchange
these two people. And as a fourth example, when configuring a computer, two
memory boards might be identical. We might therefore be able to swap them
around without changing the performance of the computer.

Symmetries come in many different forms. For instance, there are rotation
symmetries (e.g. the 90° rotations of the chessboard in the n-queens problem),
reflection symmetries (e.g. the reflection of the chessboard along one of its di-
agonals), and permutation symmetries (e.g. the interchange of equally skilled
personnel in a staff roster). Problems may have many symmetries at once (e.g.
the n-queens problem simultaneously has several rotation and reflection symme-
tries). We can describe such symmetries using group theory. The symmetries of
a problem form a group. Their actions are to map solutions (a n-queens solution,
a production schedule, a staff roster, a configuration, etc.) onto solutions. We
must deal with such symmetry or we will waste much time visiting symmetric
solutions. In addition, we must deal with symmetry during our search for solu-
tions otherwise we will visit many search states that are symmetric to those that
we have already visited.

One well known mechanism to deal with symmetry is to add constraints which
eliminate symmetric solutions [1]. T will describe a general method for breaking
any type of symmetry [2,3]. The basic idea is very simple. We pick an ordering
on the variables, and then post symmetry breaking constraints to ensure that
the final solution is lexicographically less than any symmetric re-ordering of the
variables. That is, we select the “lex leader” assignment. In theory, this solves the
problem of symmetries, eliminating all symmetric solutions and pruning many
symmetric states. Unfortunately, the set of symmetries might be exponentially
large (for example, there are n! symmetries if we have n identical machines in a
factory).

By exploting properties of the set of symmetries we can sometimes overcome
this problem. I will describe two special cases where we can deal with an expo-
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nential number of symmetries in polynomial time. These two cases frequently
occur in practice. In the first case, we have a matrix (or array) of decisions vari-
ables in which the rows and/or columns are symmetric and can be permuted.
In this case, we can lexicographical order the rows and/or columns [4, 5]. In the
second case, we have values for our decision variables which are symmetric and
can be interchanged. I show how so called “value precedence” can be used to
break all such symmetry [6, 7].

Finally, I will end with a discussion of open research questions in this area.
Are they efficient ways to combine together these symmetry breaking constraints
for particular types of symmetries? Are there useful subsets of these symmetry
breaking constraints when there are too many to post individually? Are there
problems where the symmetry breaking constraints can be simplified? Can these
symmetry breaking methods be used outside of constraint programming?
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